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Abstract—Recent research indicate a surge in the use of 
machine learning and artificial intelligence to 
compliment the processes of human visual perception. In 
particular, applying closeness measures of digital objects 
is of great significance in the attempts to account for the 
correspondence between digitized sky objects and some 
human identifiable object. The scoring of computerized 
objects can be based on testing a combination of well-
known features humans use for visual perception, with a 
consideration that the human visual cognition system is 
well tailored for discriminating structural information 
from visual objects. This way, benchmark tests can be 
used to compute some proximity of detected objects to 
the specified object’s reality. Apart from producing 
outputs for use in the predictions, object similarity tests 
can also act as a mechanism for quality assessment 
process for the results of computer object detectors. One 
assumption here is that similar objects cannot qualify as 
perfect matches to their real objects but may contain 
some acceptable divergence in their closeness. In this 
paper, algorithms for extracting shape, color and texture 
information in visual sky (specific to traditional weather 
lore) objects are investigated as candidates for visual sky 
objects benchmarking, and their performances 
compared using a collection of positive/negative 
instances of visual sky objects. The rationale for testing 
both positive/negative instances was due to the fact that 
while the sky objects detectors can be expected to 
generate positive detections, the number of false positives 
detectable should be negligible.  

Keywords—image_representation;; image_similarity; 
weather lore; bag_of_words; hog; visual perception; image 
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I. INTRODUCTION 
The computer vision image analysis approach is 

quite different from human vision.  It is challenging for 
the computer to perform image perception in real 
dimensional space and employ background knowledge 
as in the case with human beings [1]. The recognition 

and extraction of features that fully reveal the content 
of images is current research in computer vision [2, 4] 
for it is critical to find dependable correspondence 
between sets of images [5].  

Image feature recognition and retrieval has been 
highly studied [6,7]. A number of algorithms have been 
tested [8] but still not found to be perfect when working 
with shadowed and low-contrasted images [9]. Clutter 
in image background horizon [13, 10], increases 
dimensionality which passes a challenge in the process 
of feature extraction when there are fewer training 
samples [15]. Image recognition in varying appearance 
and illumination is also problematic [16, 17]. The 
mentioned challenges bring visual ambiguity [19] 
leading to ineffective representations in image 
categorization [20] which lead to producing 
approximate classification results. In some image-
processing tasks, low-level visual image features 
retrieved may not correspond to high-level image 
semantics [21]. 

There are many image data complexity issues [22], 
prompting computer vision researchers to propose de-
noising before image processing [23]. Research 
suggests a need to make image colors be constant to 
ensure that the supposed color of images stands out 
with changes in lighting [24]. Other research reveals 
that working with only one classifier cannot deal 
efficiently with the complete task of image 
classification [25]. There is also a need to select 
suitable feature spaces for use in the construction of 
image classification models [26].  

 Visual or observed weather lore is mostly used by 
indigenous societies to come up with weather 
predictions. In order to realize the integration of visual 
weather lore in modern weather forecasting systems, 
there is need to represent and scientifically verify this 
form of knowledge. The remaining part of the paper is 
structured as follows: section two reviews the various 
procedures involved in image processing. Section three 
describes the methods involved in the processing of 
images. In section four the results are discussed while 
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section five and six is on conclusions and future work 
respectively.    

II. RELATED LITERATURE  
A. Representation of Image Features 

Image features extraction (the process of locating 
specific points in an image) is an essential step before 
image recognition [4,27-29]. In video applications, 
feature extraction is used to estimate the trajectory of 
an object in the image plane [2]. Current research in 
image recognition and retrieval has been focused on 
extracting different visual features of an object in 
order to identify the object from the image [30-32] 
with the intention of allowing computer applications 
and users to search or recognize specific objects in an 
image [30,31,33,34]. Image features are also known as 
the signatures of the image [28,35].  
The task of image feature extraction can only be 
complete when objects have been identified and 
recognized by the machine [33]. The purpose of image 
feature extraction is to represent an image in compact 
and unique form of single values or matrix vectors 
[23,30,36]. In this process, the visual content of the 
images is mapped into a new feature vector [35,37,38]. 
To improve performance and memory management 
after image extraction, only appropriate features are 
selected to reduce the number of features used in the 
image classification task [19,38,39]. 
 

B. Extraction of Image Features 
The human eye perceives images with a combination 
of features including: -color, texture, and shape [40]. 
The key to a working computer vision system is the 
choice of features extracted to represent an image 
[35,41]. Visual object distinguishable features that can 
be extracted include:- color, texture and shape [29,31-
33,38,42,43]. Once these visual image features have 
been extracted, the image retrieval and recognition 
process reduces to measuring the similarities between 
the features [31]. Other basic features that can be used 
to recognize visual objects include contour, diameter, 
length, width, area, perimeter, size, shape, 
composition and location [44-47]. 
 

C. Techniques of Extracting Image Features 
The techniques of geometry-based feature extraction 
(Gabor wavelet transform), appearance based 
techniques, color segmentation based techniques, 
template based feature color histograms, color 
moments and edge histogram descriptors are used to 
extract image features [48,49]. The choice of a 

technique relies on factors such as image scale, 
illumination variation, variation noise and orientation 
[32,48]. The feature extraction techniques chosen 
must enhance the discriminative power of feature 
descriptors making the classification task less difficult 
[50,51]. An extraction technique that is able to retain 
the neighborhood associations among image pixels is 
advantageous [35]. Programming tools are available 
for image feature extraction with diversity of methods 
to describe the properties of visual objects [27].  
 

D. Machine Learning for Industrial 
Revolution  

Research has shown that there is some 
complementarity between machine learning 
technologies and the skill level of human experts [68]. 
Artificial intelligence and machine learning have 
become a trend in society development [69]. With the 
growing reliance on technology [70], the fourth 
industrial revolution has stimulated the advancement 
of science and technology [66]. There has been 
increased application of artificial intelligence, high-
tech algorithms, mobile sensors, 3-D printing, and 
unmanned vehicles in transforming all aspects of 
human society including strategic governance [67], 
lifestyle, industry and employment [71, 72]. 
 

III. METHODOLOGY 
A.  Data Source 

A collection of sky objects for experimentation were 
captured using a sky camera installed at CUT BHP 
building with GPS location and from secondary 
sources (repository of NASA images and in 
www.flikr.com). Image comparison methods were 
subjected to bulk data sets containing 1000 images per 
sky object and in varying situations such as scale and 
illumination.  

B. Object Similarity Checks  
The process of checking similarity (Figure 1) 
between extracted and ideal objects involves 
computing the distance or the difference between the 
objects. Similar objects will have a distance of zero, 
while the distance between objects increases as the 
objects increasingly becomes more different. This 
process is vital to supplement the object detection 
procedure in the eventuality of false positives. The 
image color, shape and texture intensity variations 
(specified as benchmarks or similarity scores) are the 
output in this process. 
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C. Shape-based Benchmark Tests 
Shape is an important low level feature that can be 
used to recognize images for indexing and retrieval 
[13,43,52-55]. Human eye exploit shapes to identify 
and recognize the real world objects [4]. In shape 
based image retrieval, the similarity between shapes 
represented by their features is measured [38,56]. 
The Histogram of oriented gradients (HOG) features 
of extracted sky object were generated by first 
computing the magnitudes of gradients and their 
orientations (directions) over the entire object. The 
magnitude of the gradients was computed using 
equation 1 below: 

2 2| | ............................(1)x yG I I� �   

And the orientation of the gradients was computed 
using equation 2 below: 
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The gradients that had small magnitudes were 
transformed to zeros. The image grid cells were 
aligned to the object position. Orientation histograms 
were generated for each object cell, by quantizing the 
gradient directions. The gradient thresholds were 
added in orientation bins. The orientation histograms 
were stacked into one vector of length N*C. (The 
value of N represented the number of orientation bins 
while the values C representing the number of object 

cells.) After stacking the resultant vector was 
normalized to a unit length with the normalization 
factor using either of the equations 3 to 5: 
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The unit vector consisted of the HOG features that 
uniquely represented the extracted sky object. 
 

D. Edge Based Benchmark Tests 
Edge detection methods were used to discover points 
in extracted sky objects where brightness changed 
abruptly (mathematically referred to as discontinuity). 
The discontinued points in extracted objects were 
organized into sets of segments with curved lines 
(edges). Edge features were extracted objects using the 
canny and Laplacian of Gaussian (LoG) edge 
detection algorithms.  
The Canny edge algorithm aims at the derivation of an 
optimal smoothing filter for minimizing multiple 
responses to single edge detections. In Canny, the edge 
points are determined using points in an image where 
the magnitude of gradients presume local maximum in 
the gradient direction.  

Data files 

True 
objects 

Extracted 
objects 

Get 
Intensities 

Get 
Intensities 

Compare 

Distance/difference 
Intensity variations 

Figure 1: Similarity Check between Detected and True Objects 
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The procedure of deriving a Canny edge in extracted 
sky objects follows these steps: 
 
(a) The first step was to apply a Gaussian smoothing 

filter to an extracted sky object using equation 6 
below: 

� � � � � �, , , * , ..............(6)S i j G i j I i j��   

The value I [i,j] represented the extracted object; 
G[i,j,σ] was the Gaussian smoothing filter, and σ 

was the spread of the Gaussian that was used to 
control the smoothing degree. The outcome of the 
convolution of an extracted object with the 
Gaussian filters led to an array matrix 
representing a smoothed object S[i, j]. 

(b) The second step was to calculate the magnitudes 
of gradients and orientations in the smoothed 
objects. This was achieved by using gradient of 
the smoothed array matrix S[i, j] to generate x and 
y partial derivatives, followed by applying the 
finite-difference method to approximate the 
partial derivatives. See equation 7 below:  
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(c) The third step was to establish object edge 
directions by applying non-maxima suppression 
to the magnitudes of the gradients. Successful 
establishment of the edge directions was followed 
by the alignment of the edges to the directions that 
can be traced in an object. For each and every 
pixel (i,j) in an object some the direction was 
computed that  can  best approximate the direction 
of the object pixel.  

(d) The final step was applying the double threshold 
algorithm that links edges in an object.   

The Laplacian of Gaussian edge feature extraction 
process was done in two steps.  The first step was to 
apply a Laplacian derivative filter to determine areas 
of abrupt variation (or edges) in an extracted object. 

The second step was to smooth the object by applying 
the Gaussian filter in equation 9.  
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The Laplacian and Gaussian functions can be 
combined to obtain a single equation that includes the 
smoothing Gaussian filter in equation  10:  
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The LoG (Laplacian of Gaussian) operator obtained 
the second derivative of the object. Object parts that 
are uniform gave LoG values of zero, while abrupt 
changes occurring in an object gave LoG values that 
were positive.  
 

E. Texture -Based Benchmark Tests 
Texture is a very important feature in the analysis and 
classification of images [22,42,57,58]. Texture relates 
to visual patterns with properties of homogeneity and 
can be said to be fine, uniform, dense, coarse, or 
smooth; rippled, irregular, or lineated [41,59]. In 
texture visual patterns can also be described in terms 
of granularity, directionality, and repetitiveness [60]. 
An image texture is a metric that can be used to depict 
in sequence the spatial arrangement of color or 
intensities in an image. Texture is an important feature 
in distinguishing image contents. Various methods 
(such as Entropy and GLCM) were used to extract 
texture in sky objects.  
Entropy measured the randomness to represent the 
texture of an extracted sky object using the equation 
11 below: 

sum (p.*log2 (p)). …………(11)  
The value p was a count of object histograms that were 
determined from an RGB object. Mathematically the 
entropy can be represented by equation 12: 

1 1

1
( , )( ln ( , )).....(12)

M N
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where
( , )iI x y

 is an object with dimension MxN . 
 
The procedures of calculating extracted objects texture 
features utilized the values of the GLCM to measure 
the variation in intensity or texture between extracted 
object pixels. A GLCM comprises information 
regarding the locations of object pixels that have 
similar grey levels. To come up with a GLCM a 
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displacement vector ( , )d dx dy�  was determined. 
From the vector d, pairs of image pixels that have grey 

levels (i,j)  and separation d were counted. A nxn  
dimensional GLCM was formed, where n is the 
number of grey levels determined from an extracted 
sky object.  
 

F. Color Based Benchmark Tests 
Color is an important and widely used feature for 
visual object representation [41,61-63].  Human vision 
system uses color for recognition and discrimination 
of objects (Bhardwaj, Di, R. Hamid, Piramuthu, & 
Sundaresan, 2013; Nikolaou & Papamarkos, 2002; 
Tian, 2013; Jun Zhang, Barhomi, & Serre, 2012). 
Color was not reliable in detection tasks, since visual 
objects changed color subject to geometric 
transformations and varying illumination. However, in 
the task of matching predefined sky objects, color 
information proved important. To compare extracted 
sky objects the three independent color channels (red, 
green and blue) were extracted from the pairs of 
detected objects and designated real objects for 
matching purpose.  
The Euclidean Distance (Delta-E) is a single number 
representing the distance between color channels 
images. Delta-E was determined by calculating the 
Euclidean distance difference between the red, green 
and blue channels in extracted objects and designated 

real objects. The change in the distance abE�
between 

the objects was computed by using equation 13 
 

2 2 2
* * * * * * * .........(13)( ) ( ) ( )xy

E x y x y x yr r g g b b� � � �� � �
  

where *r is the red color channel, *g is the green 

color channel and *b  the blue color channel of the 
objects (x= designated real object; y=extracted 
object).  
The technique of (SSIM) index was used in 
determining the correspondence between extracted 
object and designated real objects. The SSIM measure 
was considered as a quality comparison of an image to 
another image that is of perfect quality. In SSIM the 
designated real object was assumed to be a perfect and 
distortion-free image. The SSIM index was measured 
on a range of common-size windows of extracted 
object and designated real object.  Given two windows 

(x=designated real object and y=extracted object), of 
size N×N the SSIM was determined by: 

1 2

2 2 2 2
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IV. RESULTS AND DISCUSSION 
A. Benchmarks of Visual Objects 

A specification of benchmark sky objects was 
provided for each sky object. The benchmark formed 
the designated real object for evaluating the quality 
(similarity) of detected target sky objects. In 
appropriate circumstance two benchmark sky objects 
were specified for the day and night images 
respectively. The dimensions of the benchmarks were 
transformed to common size of 252 by 127 pixels. The 
day and night images (Table 1) were designated 
dynamically based on the time meta-data of detected 
sky scene.  

Table 1: Designated Real Sky objects  
Sky Object Day Image Night Image 

high clouds 

low clouds 

medium clouds 

clear sky 

stars 

rainbow 

lightning 

dark moon 

visible moon 

 
B. Comparison between the Benchmarks 
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The above bench mark tests were subjected to bulk 
data sets containing 1000 images per sky concept and 
in three varying sets of situations. Detected sky objects 
were subjected for similarity benchmark; the preferred 
scores were greater than or equal to 0.5 for detected 
sky objects. A transformation function was used in 
parallel with benchmarks tests to account for the 
percentage of objects benchmarked with scores greater 
than 0.5 in each of the three situations. The rationale 
for setting scores greater than 0.5 was that the 
extracted sky objects were expected to resemble an 
average similarity to their corresponding designated 
real objects. The comparison algorithm is as follows: - 

 
read (bulk image set) 
n=number of objects; 
for object=1:n 

begin 
count=0; 
detection procedure; 

if(detected) 
extract 
procedure; 
benchmark 
procedure; 

if(bench
mark>th
reshold) 
count=c
ount+1; 
else 

count=c
ount; 
endif 

else 
count=count; 
endif 

performance=count/n*100
;  

end for 
 
The benchmark results (Table 2) were useful in 
comparing the similarity check methods. The 
percentage scores for each feature were represented in 
the table, with the best measure identified in the last 
column. 

 

 

 

 

 

 

 

 

 

Table 1: Performance of Measures for Benchmarking Instances to Designated real objects 
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High clouds 88.3333 26.6667 41.6667 41.6667 88.3333 88.3333 88.3333 HOG 

Low clouds 96.7742 16.1290 58.0645 54.8387 100 100 100 HOG 

Medium clouds 100 19.3548 67.7419 67.7419 100 100 100 HOG 

Clear sky 80.4878 78.0488 4.8780 4.8780 80.4878 80.4878 80.4878 HOG 

Stars 40.4762 2.3810 23.8095 35.7143 100 88.0952 100 HOG 

Rainbow 68.7500 0 0 0 75 75 75 HOG 

Lightning 84.4444 0 93.3333 95.5556 93.3333 88.8889 100 HOG 

Dark moon 32 32 100 96 100 100 100 HOG 

Visible moon 80.4020 48.7437 0 0 83.4171 83.4171 83.4171 HOG 
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V. CONCLUSIONS 
It is worth to note that shape based features (HOG) 
descriptors performed best in both detection and 
benchmarking of sky concepts.  This was evident by 
the higher overall detection and benchmark rates 
compared to other features.  
The procedure of benchmarking-extracted sky objects 
used appropriate day or night objects to score the 
detected sky objects. Confidence levels on the final 
sky concepts were determined based on 
complementary and supplementary relationships 
between the benchmarked sky objects. The three 
measures (detections, benchmarks, and confidence) in 
determining sky concepts were meant to increase 
model self-reliance in representing sky concepts. The 
final sky concepts were structured and represented in 
the form of a mathematical vector, for use in the 
predictions component. 
The results on weather image processing for similarity 
checking and resemblance creates a basis upon which 
traditional visual weather lore can be scientifically 
verified and incorporated in modern weather 
prediction systems. 
 

VI. FURTHER WORK 
Combined benchmarking of features can be realized 
by linking set of features (such as color; texture; shape; 
and edge) that are unique to sky objects. The major 
importance of combining features to benchmark sky 
objects is that there are rare possibilities for effects of 
shared features to be ambiguous. An assumption is that 
two or more sky objects with the same color features 
could not have the identical edge, shape and texture 
features. While the computation of collective feature 
histograms is computationally more intensive (since 
tests and comparisons for several features needed to be 
processed) than tests for single a feature it can lead to 
better performance when matching sky objects. 
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